Central Build Strawman

The general concept is that Software Factory moves from a self-service operation to an order fulfillment site.

Software Package Delivery Process:

1. An SMC submits an ESCCB request for a package upgrade. The package requested may range from a single product to an entire LPAR image, although SMCs should be able to benefit by requesting multiple product upgrades with a single request. Later phases of package delivery may require SMCs to provide justification for ESCCB requests of single products.  Product upgrade ESCCB requests submitted by an SMC should be filtered through the appropriate OST groups to assure that customers are aware of and, when applicable, concur with requested upgrades.

2. The ESCCB in cooperation with the appropriate CM team determines if the request can be satisfied based on:

a. Licensing

b. Availability of preferred products

3. The ESCCB may negotiate with the SMC or request that the SMC negotiate with the customer to use an SOE or preferred product in place of a requested product to help achieve the goals of software optimization. 

4. When approved by the ESCCB, a member of the CM team uses the Software Factory interface to select the correct software products and sub-products that make up the package. The Software Factory will have knowledge of the software contents and versions on each LPAR using valid IACMS data. It will also know about DISA owned user exits and usermods applied on each LPAR. The Software Factory allows the CM team member to manage and analyze both “Base” and “LPAR” packages to assist in selecting the right product/sub-product/version combination.

5. When the package has been selected and “locked” via Software Factory, the CM team member submits the request and SWF will:

a. Create a DFDSS dump of the Targets, DLIBs, and SMPE environment for all of the products in the package order. For third party products, all the relevant files will be contained in a single DFDSS dump dataset. For a package that includes an SSOPAC distribution, multiple dump datasets will be produced for individual full volume dumps and the HFS files. The dump produced will also contain any LPAR specific EXIT code that has been provided to SSO.

b. Create an ASSIST file and populate it with documentation members containing data gleaned from the ASSIST files of the products that make up the package:

i. $$CHKLST

ii. $$PARM

iii. $$PROC

iv. $$PANELS

v. $$CLIST

vi. $$EXITS

vii. $$MAINT

viii. $$INDEX 

ix. $<PRODUCT>

c. Populate the ASSIST file with the JCL for the DUMP job it used to create the DFDSS dump dataset(s).

d. Populate the ASSIST file with JCL members to restore TARGET and DLIBs + SMPE individually. 

e. Populate the ASSIST file with any “helper” JCL members identified in the individual product ASSIST files.

f. Populate the ASSIST file with a JCL member to create catalog aliases for the products contained in the package.

6. The package ASSIST file produced by the Software Factory should be fairly complete. However, it will be reviewed by the CM team member and massaged as necessary prior to release.

7. The package, consisting of the dump file(s) in DFDSS compressed format and the custom ASSIST file, is pushed to the SMC “mailbox” media, which may be DASD on an SMC owned LPAR or tape. We may be able to take advantage of the DASD being implemented in support of assured computing to push the package to the site. The SMC is notified and is told the size of the dump file and the size of the expanded Target, DLIB, and SMPE datasets.

8. For historical purposes, information about the package contents and delivery are kept on the SWF web site. This information should be visible to SWF registered users.

9. Since the product selection process is dependant on the accuracy of IACMS data for an SMC, a manual or automatic update of IACMS needs to be done at some point in the process to reflect the package delivered. At minimum, the package installation checklist will contain a step instructing the SMC installer to insure that the appropriate IACMS updates are made for the products contained in the package.

Software Factory Installation Process:

1. The steps for Product Evaluation, Product Ordering, Product Preparation, and Product Documentation will essentially remain unchanged.

2. The two installation LPARs (MMD and MMW) and the Software Factory LPAR (MMS) will share DASD and catalogs for third party product libraries, any shared configuration files, and product ASSIST files. MMS will house the SSO HTTP server and web environment and will have access to files on shared DASD and catalogs for the SWF system to build the suite packages.

3. The product ASSIST file will include:

a. $ Members for products and sub-products.

b. A member containing IDCAMS input to create catalog aliases.

c. Any “helper” JCL to assist in product installation by the SMC.

4. The $ member(s) will be broken into sections that will allow the SWF software to identify information specific to a package assist file member (i.e. $$CHKLST, $$PARM, etc). These sections will be used by the SWF software when building the ASSIST file member for a multi-product package. (Note: It may be better to structure the product ASSIST file along the lines of the package ASSIST file, with $$CHKLST, $$PARM, $$PROC, etc members)

5. Instead of specifying the list of Target, DLIB, SMPE, and released SYS3 datasets and their sizes in the product $ member as is done today, that list will be entered into the SWF database using a SWF form. This information is used by the SWF software to produce the DUMP and RESTORE JCL and to calculate the total amount of DASD required by a package. It can also be used by registered software factory users to view the files related to a specific product and to estimate the DASD required to implement that product.

6. Since DASD is shared by the installation systems, product Q&A will consist of following the product ASSIST file instructions to bring up the product on the second installation system (MMW if the install was done on MMD). Otherwise, the primary POC will need to back out the configuration from the initial installation system prior to product Q&A on the same system.

Maintenance:

1. Since we are allowing the SMCs to use our packages to set up their LPAR environments with Targets, DLIBs, and SMPE environments, as they require, their maintenance structure will probably not change significantly.

2. Our FIXDOC system will remain intact. We will encourage the sites to download and, at minimum, RECEIVE fixdocs as they are produced.

3. We will apply maintenance to the products on our install systems, as we do today. The difference is that when the package is captured, its contents will have all the current fixdoc maintenance received and applied for third party products. Today, any fixdoc maintenance developed after the product is installed is added into the zip file sent with the product.

4. Since SY1RSx, SY1CTx, and SY1DLx volumes are not shared across our SSO systems, keeping the SSOPAC software current with fixdoc maintenance prior to package development will need to be handled differently. We may be able to use the mirroring capabilities of the assured computing hardware to keep the SSOPAC software current for release.

5. As fixdocs are applied to a product, the ASSIST file for that product will need to be updated to document that maintenance so that the SWF software can use that information to create the $$MAINT member in the package ASSIST file.

Notes:

1. IACMS will need to become an ACCURATE reflection of the software running on DISA LPARs today. The refresh of IACMS data to the SWF database should be done frequently.

2. Although the Software Factory system will only be used by SSO personnel to prepare software suites, some sort of access needs to be maintained to allow registered users to access product information, documentation, and perhaps LPAR configuration information (in lieu of IACMS).

Definitions:

Implementation Ready Software Suite – For the pre-optimization phase of software distribution, this is defined as a distribution containing multiple products accompanied by an ASSIST PDS containing instructions and helper JCL to implement the distribution as a single entity on a specified LPAR. This concept will evolve as optimization occurs toward a more tailored package with minimal steps required for implementation by the SMC.

Core System – An LPAR containing all the products common to either a customer set (i.e. DLA, Air Force, Navy, Army, Communications) or a particular SMC.

Production LPARs – SMC LPARs financed by the customer and used for customer test/development or customer production workload.

SSO’s pre-optimization role in post Transformation suite distribution:

1. SMC sites will initially maintain an MVS technical support staff apart from the OST, CICS, DB, and Telcom support staffs. The size of the organic portion of this staff may decrease by the end of transformation.

2. We will provide the SMCs with implementation-ready software packages for installation and configuration on production and customer test systems.

3. SMCs will maintain operational control which includes:

a. Implementing SSO provided software packages on customer test and production LPARs.

b. Establishing a maintenance environment according to their requirements and implementing FIXDOCs prepared by SSO as they determine appropriate.

c. Performing LPAR unique configuration of products that require it.

4. SSO Centrally supported LPARS will differ from SMC supported LPARS in that responsibility for suite implementation on the centrally supported customer test/development LPARs will belong to SSO, as it does today. Suite implementation on SMC supported LPARs remains an SMC responsibility.

Role of Assured Computing hardware:


The ability to de-couple, upgrade, and re-couple backup DASD and propagate the upgrade to other systems may play a key role in how SSO distributes suites to SMCs and how the suites are implemented on SMC controlled systems. More research into the capability and configuration of these systems will be done.
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SSO would prepare entire LPAR image including all its products for distribution and make it to the site after loading it onto a build system for assembling. This is similar to the centrally managed Air Force model, but in the Air Force scenario, one SSO build will populate up to 14 LPARs while most other builds would be a one build -> one LPAR situation. Access to individual products would need to be maintained for between-build upgrades.










